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Suicide is a leading cause of death worldwide. Despite decades of clinical and theoretical accounts that suggest that suicidal thoughts and behaviors are efforts to escape painful emotions, little prior research has examined decision making involved in escaping aversive states. We compared the performance of 85 suicidal participants to 44 nonsuicidal psychiatric patients on a novel reinforcement learning task with choices to make either active (i.e., “go”) or passive responses (i.e., “no-go”) to either escape or avoid an aversive stimulus. We used a computational cognitive model to isolate decision-making biases. We hypothesized that suicidal participants would exhibit a relatively elevated bias for making active responses to escape an aversive state and would show worse performance when escape required a passive response (i.e., “doing nothing” to escape). Our hypotheses were supported: The computational model revealed that suicidal participants exhibited a higher bias for an active response to escape compared with nonsuicidal psychiatric controls, suggesting that this finding was not just the result of the presence of psychopathology. The bias parameter also accounted for unique variance in predicting group status among several constructs previously related to suicidal thoughts and behaviors. This study provides a new method for testing escape decision making and does so using a computational cognitive model, allowing us to precisely index processes underlying suicidal and related behaviors. Future research examining escape decision making from a computational perspective could help link neural processes or environmental stressors to suicidal thoughts or behaviors.
Suicide is a leading cause of death worldwide (Naghavi et al., 2017) and nonfatal suicidal thoughts and behaviors (STB) are associated with risk of future suicide (Franklin et al., 2017). Despite decades of research seeking to identify and treat risk factors, rates of suicide remain virtually unchanged over the last century (Carter et al., 2006; Centers for Disease Control and Prevention, 2018). Furthermore, over the last 15 years, the suicide rate has increased substantially (Gibbons, Hur, & Mann, 2017), particularly among veterans (Lyon, 2017). Novel approaches are needed to improve the understanding, prediction and prevention of STB. Clinical anecdotes and theoretical work consistently suggest that suicide is an attempt to escape intolerable emotional pain (Baumeister, 1990; Robins, 1981; Shneidman, 1998). A prominent suicide scholar argued that every case of suicidal thoughts and behaviors is driven by a desire to escape mental pain (Shneidman, 1998). Suicidal thoughts may provide relief because they allow people to imagine a state (i.e., death) where they have escaped their psychological pain. A recent real-time monitoring study supported this idea by showing that suicidal thoughts are associated with reductions in negative affect, potentially leading to the reinforcement of such thoughts (Kleiman et al., 2018). Despite this purportedly important role of escape in suicidal behaviors, there has been almost no research on psychological processes related to decision making to escape aversive states that might provide insight into the question of why people think about killing themselves and attempt suicide.

We recently developed a behavioral measure to assess decision processes involved in escaping an aversive state (i.e., “escape decision making”). This earlier study, using a normative sample, showed that when people are in an aversive state and are acting to escape, they exhibit a fairly automatic bias for active, as opposed to passive, responses (Millner et al., 2018). That is, people showed a bias for “doing something” (i.e., pressing a key) to escape an aversive state, and therefore performed more poorly when “doing nothing” was more likely to provide relief (i.e., an “active-escape bias”). The bias was reversed when people were in a neutral state, acting to avoid an impending aversive outcome; there was a bias for passive relative to active responses (i.e., an “inhibitory-avoid bias”). Prior work showed a similar interaction when acting to obtain reward or avoid punishment, where like for escape, reward was associated with active responses (Guitart-Masip et al., 2012).

These types of condition-by-action interactions are likely due to a relatively automatic form of behavioral control that selects responses by rigidly coupling certain actions to particular stimuli (i.e., Pavlovian control). An alternate form of behavioral control uses prior feedback to adaptively select actions that maximize advantageous outcomes over the long-run (i.e., trial-and-error learning or instrumental control). Perhaps due to evolution, the more automatic mechanism often selects the same advantageous choices as the adaptive form of control, making learning efficient. However, sometimes the presence of a stimulus (e.g., a reward or punishment) causes the more automatic mechanism to rigidly select an action that is disadvantageous in a given context. This is the purported cause of the Condition × Action interactions mentioned previously. For example, the presence of an ongoing aversive stimulus causes the more automatic active response to escape, even in contexts where passive responses are more likely to terminate the aversive state.

The disadvantageous behaviors purportedly caused by aberrant forms of this more automatic decision-making mechanism are tied to some psychiatric conditions, such as anxiety (Mkrtrchian, Ayllward, Dayan, Roiser, & Robinson, 2017; Mkrtrchian, Roiser, & Robinson, 2017), trauma-related conditions (Ousdal et al., 2017), and major depression (Huys et al., 2016). In these disorders, aberrant biases vary in specific and mostly expected ways, with anxiety/trauma associated with increased avoidance, and depression with a decreased reward bias. Moreover, in depression, the degree of an intact bias to avoid punishment predicted recovery 4 months to 6 months after assessment (Huys et al., 2016). Crucially, all prior studies have used paradigms that examine biases to reward and punishment; none have examined escape, which may be important in understanding STB. To be clear, during “punishment,” choices are made in a neutral state to avoid a possible aversive state, whereas during “escape” choices are made while in an aversive state to gain relief from such a state.

These more automatic biases often are evident from average choice and reaction time (RT) performance on behavioral tasks (Millner et al., 2018). However, above and beyond average behavioral indices, computational models provide more fine-grained, latent constructs of task performance. Computational models are quantified hypotheses (i.e., a model) about the psychological processes underlying task performance. Models allow researchers to analyze each subject’s task performance dynamically, on a trial-by-trial basis, to parse task variance into different model parameters representing hidden/latent psychological processes. Thus, our prior study included a computational model to isolate the active-escape and inhibitory-avoid biases.

The goal of the current study was to examine aberrant decision-making biases among suicidal people, using the em-
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**General Scientific Summary**

Longstanding theories suggest that suicidal thoughts and behaviors are attempts to escape emotional pain, yet little work has examined decision making involved in escaping aversive states. We found that when in an aversive state, suicidal people show a decision-making bias to “do something” to escape the aversive state resulting in poorer performance when “doing nothing” was the best option to gain relief.
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Method

Participants

We recruited 158 veteran participants from Boston-area veteran treatment centers. Most of the sample (n = 127) were recruited from a Department of Veterans Affairs (VA) hospital psychiatric inpatient unit (93 with prior STB) and VA outpatient treatment provider (n = 31; 15 with prior STB). Having participants from outside the inpatient unit helps mitigate Berkson's bias where increased severity required to be admitted to an inpatient unit biases the sample, potentially causing erroneous conclusions (Westreich, 2012). Four participants either withdrew from the study (n = 3) or declined to complete the task (n = 1). The first 25 participants were excluded because low accuracy caused us to provide more detailed instructions and add more practice and task trials. After all exclusions, data from 129 participants were analyzed; 85 with a lifetime history of STB and 44 with a psychiatric history, but no lifetime history of STB.

The study was administered as part of a larger battery of measures and interviews described more fully in the online supplemental material. Originally, study recruitment goals were to collect equal numbers of those with and without last year suicidal ideation. After recruitment was completed but prior to any data analyses, we reassigned participants to groups based on the lifetime presence or absence of STB because prior studies have shown that those with lifetime history of STB show differences from those without any STB history on tasks relevant to STBs (Glenn et al., 2017). Within the lifetime suicidal group, more participants had last year STB (n = 56) than lifetime but not last year STB (n = 29). Additionally, 41 suicidal participants had previously attempted suicide, with most having attempts within the prior year (n = 26) but also nearly a quarter (n = 10) having their most recent attempt greater than 10 years prior. The lifetime STB and psychiatric control groups were well matched on intelligence and current diagnosed mental disorders, but the suicidal group was significantly younger, had fewer years of education, and more clinically severe scores on every continuous clinical measure (see Table 1). Participants were compensated $60. The VA Boston Healthcare System (Institutional Review Board (IRB) 2773) and Harvard University (IRB 13-1390) IRBs approved the study. Participants were contacted 1 and 3 months after testing to assess STB occurring since baseline. Retention was low

Table 1

<table>
<thead>
<tr>
<th>Demographic or clinical variable</th>
<th>Suicidal (lifetime STB)</th>
<th>Nonsuicidal (psychiatric history and no history of STB)</th>
<th>Statistic</th>
<th>Effect size (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>41.79 (12.7)</td>
<td>43.33 (14.8)</td>
<td>~7.7*</td>
<td>~11 (~51–28)</td>
</tr>
<tr>
<td>Sex (male)</td>
<td>68.2 (58)</td>
<td>83.7 (36)</td>
<td>~3.5</td>
<td>.027 (&lt;.001–.10)</td>
</tr>
<tr>
<td>Race (White)</td>
<td>81.2 (69)</td>
<td>81.4 (35)</td>
<td>&gt;.001</td>
<td>&gt;.001 (&lt;.001–.04)</td>
</tr>
<tr>
<td>Education</td>
<td>3.40 (1.7)</td>
<td>3.70 (1.7)</td>
<td>~11.7*</td>
<td>~17 (~54–21)</td>
</tr>
<tr>
<td>Intelligence</td>
<td>105.7 (10.4)</td>
<td>105.7 (10.5)</td>
<td>~2</td>
<td>~0.03 (~37–37)</td>
</tr>
<tr>
<td>PTSD EMRb</td>
<td>70.6 (60)</td>
<td>76.2 (32)</td>
<td>~1</td>
<td>~0.006 (&lt;.001–.05)</td>
</tr>
<tr>
<td>MDD EMRb</td>
<td>54.1 (46)</td>
<td>47.6 (20)</td>
<td>~0.5</td>
<td>~0.004 (&lt;.001–.06)</td>
</tr>
<tr>
<td>Bipolar EMRb</td>
<td>15.3 (13)</td>
<td>19 (8)</td>
<td>~0.3</td>
<td>~0.002 (&lt;.001–.05)</td>
</tr>
<tr>
<td>Substance dep/abuse EMRb</td>
<td>74.1 (63)</td>
<td>76.2 (32)</td>
<td>~0.1</td>
<td>&gt;.001 (&lt;.001–.04)</td>
</tr>
<tr>
<td>Mood disorder NOS EMRb</td>
<td>11.8 (10)</td>
<td>2.4 (1)</td>
<td>3.1</td>
<td>~0.02 (&lt;.001–.06)</td>
</tr>
<tr>
<td>Suicide ideation (SSI)</td>
<td>9.17 (9.5)</td>
<td>26.1 (11)</td>
<td>77.7*</td>
<td>1.14 (~92–1.40)</td>
</tr>
<tr>
<td>Depression (PHQ-9)*</td>
<td>17.99 (7.2)</td>
<td>13.56 (5.7)</td>
<td>44.7*</td>
<td>.66 (2.9–1.03)</td>
</tr>
<tr>
<td>Hopelessness (BHS)*</td>
<td>10.62 (2.4)</td>
<td>9.84 (2.4)</td>
<td>21.7*</td>
<td>~0.32 (~11–69)</td>
</tr>
<tr>
<td>Borderline personality disorder traits (MSI-BPD)*</td>
<td>6.34 (2.4)</td>
<td>3.72 (2.2)</td>
<td>74.7*</td>
<td>1.10 (~70–1.51)</td>
</tr>
<tr>
<td>PTSD symptoms (PCL-5)*</td>
<td>49.63 (16.2)</td>
<td>40.79 (16.3)</td>
<td>36.7*</td>
<td>.54 (~16–93)</td>
</tr>
</tbody>
</table>

Note. Sex is presented as the percentage that are male; Race is presented as the percentage that are White; STB = suicidal thoughts and behaviors; PTSD = Post-Traumatic Stress Disorder; MDD = Major Depressive Disorder; Substance dep/abuse = Substance Dependence Disorder or Substance Abuse Disorder; EMR = electronic medical record, current diagnosis, mood disorder; NOS = mood disorder, not otherwise specified; SSI = Beck Suicide Scale for Ideation; PHQ-9 = Patient Health Questionnaire; BHS = Beck Hopelessness Scale; MSI-BPD = McLean Screening Instrument for Borderline Personality Disorder; PCL-5 = The Post-Traumatic Stress Disorder Checklist for DSM–5.

* Reported as mean (standard deviation), groups compared with a t test and Cohen’s d effect size reported.  ** Reported as percentage (number), groups compared with a χ² test and Cramer’s V effect size reported.

*p < .05.
(44% to 55%) and all results from the follow-up were null (see the online supplemental material).

Measures

**Behavioral task.** The task (see Figure 1) is nearly identical to our previous study (Millner et al., 2018). Four cues (fractal images) were presented either with the simultaneous onset of an aversive sound (escape condition) or not (avoid condition). The aversive sound stimulus was the sound of a fork scraping on slate altered with a high-frequency sound presented over headphones at 80 dB to 85 dB. After making a choice, participants received feedback, which consisted of either the aversive sound or silence. Participants had to learn which response (press a button, i.e., go, or withhold a button press, i.e., no-go) was more likely to result in silence. Thus, in the escape condition, participants chose the response that turned off the sound, whereas, in the avoid condition, they chose the response that prevented the sound from coming on. There were four total cues, go-to-avoid, go-to-escape, no-go-to-avoid, no-go-to-escape, that resulted in a 2 (response: go, no-go) × 2 (condition: escape, avoid) design. Each cue was associated with one optimal response (go or no-go) that resulted in silence 80% of the time and the aversive sound 20%. The other response resulted in the sound 80% and silence 20% of the time. Like in Millner et al. (2018), for no-go responses cue duration was 2 s, and feedback duration was 2 s when the selected choice resulted in the aversive sound. The main differences in the current paradigm from the one in Millner et al. (2018) are (1) if feedback was silence (i.e., no sound), then it was presented for 750 ms to shorten total task duration, (2) if a go response immediately led to feedback, however (3) if a go response resulted in the aversive sound, then feedback duration was adjusted so that that the entire target and feedback duration was 4 s total (so that go responses that led to aversive sound feedback were not shorter than no-go responses with sound feedback). The fact that go responses moved trials to the feedback phase was a possible confound as, during escape trials, go responses could terminate the sound faster than no-go responses; however, effects were similar when the target duration was held constant (Millner et al., 2018).

**Demographics.** Participants completed a brief questionnaire with demographic and socioeconomic indicators (e.g., age, gender, ethnicity, and education).

**Intelligence.** Intelligence was measured with two subtests (Vocabulary and Matrix Reasoning) of the Wechsler Abbreviated Scale of Intelligence (2nd ed.; WASI) that are highly correlated with full-scale scores (Wechsler, 1999). Education was measured on an eight-point scale where one was no college courses and eight was completed graduate school.

**Clinical Information**

We obtained current psychiatric diagnoses from the medical record and data on several clinical and personality constructs to assess whether the groups were clinically similar and to test whether task effects were present above and beyond any clinical/personality differences. The online supplemental material includes detailed information on the scales described below as well as several additional measures that were included as part of the larger

**Figure 1.** Experimental paradigm. (A) On each trial, participants were presented one of four fractal images and had to learn whether pressing a button (i.e., go) or withholding a button press (i.e., no-go) resulted in silence, rather than an aversive sound, during feedback. For 1 s after the image onset participants were unable to make a response (i.e., the cue). This was followed by the presentation of the text “Choose: Press or Not Press,” which represented the onset of a 2-s target where participants could choose to go or no-go, followed by 2 s of feedback that consisted of an aversive sound (and a pink sound wave image) or silence (and a blue line image) as well as text reading either “You chose: Press” or “You chose: Not Press.” Feedback was followed by a 1-s intertrial stimulus. On escape, but not avoid, trials the aversive sound played during the cue and target. (B) The four stimuli mapped on to a condition (i.e., escape or avoid) and a correct response (i.e., go or no-go) that more frequently led to silence during feedback. (C) Feedback was probabilistic such that a correct response resulted in silence 80% of the time and the aversive sound 20% of the time and vice versa for an incorrect response. See the online article for the color version of this figure.
study and were used in regularized regressions (described in the following text).

**Self-Injurious Thoughts and Behaviors Interview (SITBI).** The SITBI is a semistructured interview that assess a range of STB and as well as the recency, frequency, and other characteristics of each STB endorsed. We used the SITBI to assign participants to the suicidal or nonsuicidal groups.

**Posttraumatic stress disorder (PTSD) symptoms.** The PTSD Checklist for DSM–5 (PCL-5) is a 20-item self-report measure that assesses the 20 DSM–5 symptoms of PTSD (Weathers et al., 2013).

**Depressive symptoms.** The nine-item Patient Health Questionnaire (PHQ-9) is a self-report instrument that measures the frequency of the nine criteria for major depressive disorder in the last 2 weeks, each on a 0 (not at all) to 3 (nearly every day) scale (Kroenke, Spitzer, & Williams, 2001).

**Hopelessness.** The Beck Hopelessness Scale (BHS) is a measure of self-reported hopelessness that includes 20 true–false items with total scores ranging from 0 to 20 (Beck, Weissman, Lester, & Trexler, 1974).

**Borderline personality disorder (BPD) traits.** The McLean Screening Instrument for BPD (MSI-BPD) contains 10 true–false items assessing criteria of BPD, which were summed (Zanarini et al., 2003).

**Beck Suicide Scale for Ideation (SSI; Beck, Steer, & Ranieri, 1988).** The SSI is a 21-item self-report instrument that assesses several aspects of suicidal thoughts and desires in the last week. The SSI was used as a measure of suicide ideation severity to correlate computational parameters.

**Data Analyses**

**Behavioral data.** Behavioral data were analyzed using generalized linear mixed-effects regression (GLMER) models with the lme4 package in R (Bates, Mächler, Bolker, & Walker, 2015). In our prior study, both choice and RT data supported a bias for active responses to escape an aversive stimulus (“active-escape bias”) and a similar bias for inhibitory responses to avoid an aversive stimulus (“inhibitory-avoid bias”). Thus, accuracy was higher for go-to-escape than no-go-to-escape but this pattern was reversed in Avoid, such that accuracy was higher for no-go-to-avoid than go-to-avoid, resulting in a significant Condition × Required Response interaction. For RT, relative to avoid, escape elicited faster RTs, leading to a main effect of condition (i.e., escape produced more vigorous responding than avoid). In the current study, we tested whether the Condition (escape, avoid) × Response (go, no-go) interaction for accuracy and the main effect of condition for RT differed between the groups (lifesetidal, psychiatric control). For accuracy, we conducted a logistic GLMER with the dependent variable as trial accuracy (i.e., 0 = incorrect choice; 1 = correct choice; correct choice defined as choosing the response (go/no-go) associated with a higher probability of silence during feedback). For RT, we conducted a gamma GLMER. For all GLMERs, within-subject factors were added as a random factor for the intercept and slopes for all fixed factors and interactions (i.e., maximal models (Barr, 2013). Fixed factors were condition, response, group and their interaction. We used deviation coding so that each fixed effect coefficient is at the unweighted mean of the other fixed effects rather than arbitrary reference levels, allowing coefficients to be interpreted as main effects (Menard, 2010; Politzer-Ahles, 2015). Coefficient confidence intervals and statistical significance, set at .05 with a two-tailed test, was determined using a Wald test to compute p values. To understand differences between groups, we followed significant Group × Condition × Response three-way interactions with two-way interaction contrasts in the R package phia, which also uses a Wald test to determine significance (Martínez, 2015). We used the R package simr to determine observed power in the mixed-effects models.

**Computational model.**

**Model description.** We used a computational model to obtain two parameters that captured the active-escape and inhibitory-avoid biases, respectively. We assessed the degree to which these biases were present in both choice and RT for each participant, allowing us then to compare groups on these biases. Our a priori hypothesis was that lifetime suicidal participants would show a higher active-escape bias relative to an active-avoid bias (i.e., active responses to avoid a punishment). The computational model used both a reinforcement learning (RL) model and drift-diffusion model (DDM).

Briefly, the RL model operationalized how on each trial the value of each response (go, no-go) to each cue was updated based on feedback from previous choices. These values were then used in a DDM to estimate choice and RT probabilities. Two-alternative DDMs have a decision variable that begins a trajectory from a starting point and progresses over time based on a drift rate parameter and Gaussian noise component until it reaches one of two decision boundaries, which represents a choice and therefore a response. The difference in value between the two response options is parameterized as the drift rate in the DDM. On the basis of prior work using the current task (see Figure 2; Millner et al., 2018), we parameterized the active-escape bias and the inhibitory-avoid bias (together referred to as bias parameters) by allowing the starting point of the DDM to vary by condition. Allowing the starting point to vary means the decision variable starts closer to a decision boundary, requiring less “evidence” of a higher (RL) value to reach that boundary (i.e., select that response). The no-go decision boundary was modeled similarly to the go decision boundary, except that the boundary was implicit. Prior research suggests that this is a valid assumption (Ratcliff, Huang-Pollock, & McKoon, 2018). We used the identical model described in Millner et al. (2018) and model details are supplied in the online supplemental material.

**Model fitting.** We used a hierarchical model fitting procedure, similar to prior studies (Guitart-Masip et al., 2012; Mkrtchian, Aylward, et al., 2017). This is an iterative process whereby (1) the model is fit to each participant’s data, then (2) each participant’s parameter estimates contribute to mean estimates for each parameter, and (3) these mean estimates are then used as priors for another round of model fitting to each participant’s data. This process continues until the log model evidence converges or after 50 iterations. We provide a formal explanation of the process in the online supplemental material.

**Group differences on bias model parameter estimates.** Hierarchical model fitting provides more stable estimation of group parameters, but it is unclear whether the two clinical groups should be considered separate populations, as hypothesized, and therefore be fit with separate group-level priors, or
one population, in which case all participants will contribute to and use the same group-level priors. Fitting the groups separately could pull parameter estimates toward different group-level priors and therefore promote group differences. On the other hand, a single group-level prior has the opposite effect, pushing all parameter estimates toward single group-level priors and therefore potentially underestimating group differences. Thus, each approach could bias subject-level parameter estimates. Similar to prior articles (Mkrtchian, Aylward, et al., 2017), we quantitatively compared which population model (one or two populations) provided higher model evidence using Bayesian model selection (BMS; Rigoux, Stephan, Friston, & Daunizeau, 2014). However, given that BMS results were not conclusive and both model-fitting approaches could be biased, we report the results from both approaches, providing effectively an upper and lower bound on the group differences. To compare groups on the bias parameters, our main parameters of interest, we conducted independent $t$ tests of the active-escape bias and inhibitory-avoid bias parameters. We used the Python package statsmodels to calculate statistics and determine power.

Figure 2. Schematic of RL-DDM model. (A) Example of escape-to-go trials, responses (go or no-go) and feedback. (B) When a response results in "no sound" feedback, the value associated with that response is increased, whereas value decreases when a response results in the aversive sound. (C) After the value of a response is updated on each trial, the value difference between the go and no-go is parameterized as the drift rate in the DDM. Early, when it is unclear which response is better, the value difference is smaller, resulting in a lower drift rate and longer response times (on the left). When the difference in value between the two responses is greater, the drift rate is higher and decision response times are faster (on the right). The plots show two DDM parameters, the starting point and drift rate. The starting point was the main bias parameter as it was the only parameter that was permitted to differ between avoid and escape conditions. See the online article for the color version of this figure.
As exploratory analyses, we conducted $t$ tests on the other parameters as well.

**Exploratory analyses to test for unique variance and correlations with bias parameters.** We conducted exploratory analyses to test whether the active-escape and inhibitory-avoid bias parameters explained unique variance in suicidal group status after accounting for age only (the suicidal group was significantly younger than the nonsuicidal controls), education only (education was significantly higher among nonsuicidal controls), and after accounting for age and several clinical measures (on which the suicidal group scored higher). We first ran logistic regressions where group was entered as the dependent variable and bias parameter values and age were entered as the independent variables (separately for parameters fit with one and two populations). A similar but separate logistic regression we enter education instead of age as an independent variable. We then conducted similar regressions controlling for age, depression, hopelessness, PTSD symptoms, and borderline personality traits (entering age and education together resulted in larger coefficients for active-escape bias parameters that entering only age, suggesting there were suppression effects). Finally, we used a lasso regularized logistic regressions. By penalizing regression coefficients and setting many coefficients to zero, lasso regressions are often used to identify variables that account for relevant variance among a large number of predictor variables. We sought to test whether the bias parameters, particularly the active-escape bias, would remain a relevant predictor of group status among 27 clinical, personality and demographic constructs collected in the study. To do this, we entered the bias parameters as well as the majority of self-report scales collected during the study, including scales on free will and determinism, optimism, impulsiveness, emotion regulation, and a measure of risk and resilience from military deployment experiences, such as combat exposures (see the online supplemental material) into a lasso regularized logistic regression. The sparsity parameter, which influences the penalty on the regression coefficients, was selected through $k$-fold stratified cross-validation across the entire sample. We used the Python package scikit-learn (Pedregosa et al., 2011).

Finally, to assess what clinically relevant constructs correlated with the latent active-escape bias computational constructs and how the clinical constructs might help explain variation across the groups, we conducted exploratory bivariate correlations between the bias parameters and all clinical scales. We correlated 27 scales with the computational parameters and none survived corrections for multiple comparisons. Therefore, we report significant correlations uncorrected for multiple comparisons.

**Results**

**Behavioral Data.**

**Overall effects.** Participants showed an overall accuracy of 73.4% ($SD = 16.6$; condition $M$ range = 83.0%–63.8%) on the task, suggesting they learned the required responses. Continuing to look across groups, we replicated prior accuracy results from Millner et al. (2018) showing a significant Condition $\times$ Response interaction ($b = 1.7 \ [2.1–1.2], \ p < .001$), where during escape, accuracy was higher when go, rather than no-go, was the required response ($p < .001$). During avoid, trials where no-go, compared with go, was the required response showed nonsignificantly higher accuracy ($p = .09$). These decision-making biases also purportedly affect the vigor with which choices are made and should be revealed by faster RT when biases promote go choices. Consistent with this, the current RT results across all participants also replicated prior results showing a main effect of condition ($b = -0.08 \ [-0.08–0.08], \ p < .001$), such that escape had faster RTs than avoid ($p < .001$; for trials where no-go was the required response, RT was collected when participants erroneously chose go).

**Group effects of accuracy.** Both groups showed the expected Group $\times$ Condition interaction where escape was associated with higher accuracy for go, compared with no-go, but avoid was associated with higher accuracy for no-go, compared with go (see Figure 3). Additionally, these interactions differed among the groups (i.e., Condition $\times$ Response $\times$ Group interaction ($b = 1.1 \ [0.2–2.1], \ p = .01$, observed power = .80) with a larger magnitude interaction for suicidal participants ($b = 2.1, \ p < .001$) than psychiatric controls ($b = 0.9, \ p = .02$). To understand whether the larger interaction among suicidal participants was driven by escape or avoid conditions, we looked at Response $\times$ Group interactions within escape and avoid conditions separately. These interactions were not significant (escape $b = -0.6, \ p = .19$; avoid $b = 0.5, \ p = .19$), suggesting that, although both groups showed biases as evinced by significant Condition $\times$ Response interactions, the three-way interaction was due to both stronger active-escape and inhibitory-avoid biases on accuracy for lifetime suicidal participants than psychiatric controls.

**Group effects of RT.** As mentioned, effects of the biases on RT are reflected by a main effect of Condition because the bias should increase vigor (as indexed by faster RT) when promoting go responses during escape and reduce vigor when promoting inhibitory responses during avoid. Consistent with the idea that the bias differed between the groups, we found a Condition $\times$ Group ($b = 0.06 \ [0.05–0.06], \ p < .001$, observed power = .99) interaction, such that suicidal participants had significantly faster RT during the escape condition ($b = 0.03, \ p < .001$) and significantly slower RT during avoid ($b = -0.03, \ p < .001$; Figure 3). Like accuracy, this result again suggests that there were stronger active-escape and inhibitory-avoid effects on RT for lifetime suicidal participants than psychiatric controls.

There also was a main effect of response for RT because RTs during no-go trials (i.e., when no-go is correct) are inherently errors and therefore have much slower RT than go trials Avoid ($b = 0.13, \ p < .001$). Interestingly, there also was a significant Condition $\times$ Response $\times$ Group interaction ($b = -0.01 \ [-0.1–\ 0.0], \ p < .001$). Here, both groups showed significant Condition $\times$ Response interactions where the difference between escape and avoid was larger for go than for no-go trials, but this interaction effect was larger among suicidal participants ($b = -0.02, \ p < .001$) compared with nonsuicidal participants ($b = -0.01, \ p < .001$).

**Atypical behavioral performance.** Several participants had extremely low accuracy within a given trial type (see Figure 3), whereas others had very high accuracy across all four trial types. We ran multiple analyses removing data from people with atypical

---

1 Power based on traditional analysis of variance with wide format data because simr returned errors.
hypothesized that a single mechanism affects both choice and RT, groups. This could be due, in part, to a power issue. Given that we as neither condition alone was significantly different between the pants compared with psychiatric controls, but these results could not be attributed specifically to either avoid or escape conditions, evidence in support of stronger biases for lifetime suicidal partici- 

Computational Model

Model description. Choice and RT data provided some evidence in support of stronger biases for lifetime suicidal participants compared with psychiatric controls, but these results could not be attributed specifically to either avoid or escape conditions, as neither condition alone was significantly different between the groups. This could be due, in part, to a power issue. Given that we hypothesized that a single mechanism affects both choice and RT, we used a computational model to obtain latent bias parameters that captures group differences in condition effects across RT and choice, thus enhancing the overall power of the analysis.

Model fitting. BMS revealed a small advantage for fitting a single population distribution versus two separate population distributions for each group (protected exceedance probabilities: single population = 0.52, two populations = 0.48). Thus, fitting the model as if all participants were drawn from a single population was slightly favored over fitting the model as if the participants in the two groups were drawn from two different populations.

Group differences on bias model parameter estimates. Group differences for all model parameters are shown in Table 2. 

Figure 3. Accuracy and response time (RT) results for each group and each participant from the empirical data and the model. (A) For accuracy, both groups showed the expected Condition × Response interaction where accuracy was higher for go than no-go during escape but not during avoid. The magnitude of the interaction was larger for suicidal participants, leading to a three-way interaction. The model recapitulates these results well. (B) No-go trials with RT are inherently errors and slower than go trials. Both groups showed slower RT for avoid versus escape trials but this effect was larger among lifetime suicidal participants. Qualitatively, the model captures both the within- and between-group patterns among the RT results with one exception: in the empirical data, compared with nonsuicidal group, the suicidal group showed slower RT for avoid no-go trials whereas the model produced slower RT among the nonsuicidal group for this condition. (C) Proportion correct. (D) Average RT for each trial with smoothing based on robust spline smoothing (Garcia, 2010). Error bars represent standard error of the mean. * p < .05. See the online article for the color version of this figure. 

performance to ensure they did not cause confounds. Results were largely consistent with those from the full sample (see the online supplemental material for more information).
The suicidal group showed a significantly increased active-escape bias (w1) parameter compared with the nonsuicidal group (w1; see Table 2 and Figure 4), but the groups were similar on the inhibitory-avoid bias parameter (w2; see Table 2 and Figure 4). To test whether suicidal subgroups drove the effect, we compared bias parameters for (1) those with last-year versus lifetime (but not last year) STB and (2) attempters versus ideators. Neither showed group differences, the active-escape bias parameter was selected as the main parameter of interest. Suicidal participants (see Table 2) and the learning rate parameter, independent of the clinical measures. Regularized logistic regressions showed that the association between group status and the active-escape bias parameter remained significant when controlling for age (simple regression: b = 4.5 [0.3–8.7], p = .04; two populations: b = 6.9 [2.3–11.5], p = .004) or education (simple regression: b = 4.6 [0.6–8.7], p = .03; two populations: b = 7.0 [2.5–11.5], p = .002) and marginally significant when controlling for age, depression, hopelessness, PTSD symptoms, and symptoms of borderline personality disorder (simple regression: b = 4.4 [0.4–9.1], p = .07; two populations: b = 7.2 [2.0–12.4], p = .007), suggesting that unique group difference variance was accounted for by the active-escape bias parameter, independent of the clinical measures. Regularized logistic regressions, which included 30 measures, retained the active-escape bias parameter (single population: ninth highest coefficient out of 13 variables retained). However, the inhibitory-avoid bias parameter was not retained among the final coefficients. Thus, in a high dimensional variable space predicting group differences, the active-escape bias parameter was selected as a relevant variable. The highest coefficient in the lasso logistic regressions was borderline personality disorder symptoms.

Finally, we assessed uncorrected correlations to understand which constructs were related with the bias parameters. The only significant correlation among the life history variables was between lifetime PTSD symptoms and the active-escape bias parameter, r = .28, p = .002. The only significant correlation among measures of current psychopathology was between lifetime suicidal thoughts and behaviors, nonsuicidal = psychiatric history and no history of STB; T = nondecision time; b0 = constant go bias; b1 = shared go bias; w1 = starting point for escape trials; w2 = starting point for avoid trials; α = learning rate; ω = boundary separation; CI = Cohen’s d confidence interval.

Table 2

<table>
<thead>
<tr>
<th>Group Differences on Model Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model fit with one population</td>
</tr>
<tr>
<td>Suicidal (SD)</td>
</tr>
<tr>
<td>T</td>
</tr>
<tr>
<td>b0</td>
</tr>
<tr>
<td>b1</td>
</tr>
<tr>
<td>w1</td>
</tr>
<tr>
<td>w2</td>
</tr>
<tr>
<td>α</td>
</tr>
<tr>
<td>ω</td>
</tr>
<tr>
<td>Model fit with two populations</td>
</tr>
<tr>
<td>Suicidal (SD)</td>
</tr>
<tr>
<td>T</td>
</tr>
<tr>
<td>b0</td>
</tr>
<tr>
<td>b1</td>
</tr>
<tr>
<td>w1</td>
</tr>
<tr>
<td>w2</td>
</tr>
<tr>
<td>α</td>
</tr>
<tr>
<td>ω</td>
</tr>
</tbody>
</table>

Note. The parameters w1 and w2 represent condition biases (i.e., escape and avoid) and were the main parameters of interest. Suicidal = lifetime suicidal thoughts and behaviors; nonsuicidal = psychiatric history and no history of STB; T = nondecision time; b0 = constant go bias; b1 = shared go bias; w1 = starting point for escape trials; w2 = starting point for avoid trials; α = learning rate; ω = boundary separation; CI = Cohen’s d confidence interval.

**Figure 4.** Bias parameter estimates. Lifetime suicidal participants showed significantly higher escape bias parameter estimate than nonsuicidal controls. The groups were comparable on the avoid bias parameter. *p < .05. See the online article for the color version of this figure.
variable significantly related to the active-escape bias parameter across both fitting with single and multiple populations was borderline personality symptoms \( (r = 0.20–0.22, p = 0.02–0.01) \), whereas the inhibitory-avoid bias parameter was significantly correlated with two aspects of deployment risk: combat experiences \( (r = 0.21, p = 0.02 \text{ across both fitting procedures}) \) and consequences of combat \( (r = 0.23, p = 0.01 \text{ across both fitting procedures}) \). Given that borderline personality disorder has been associated with self-injurious behaviors intended to escape aversive emotions (Zanarini et al., 2003) and avoidance behaviors are inherent in PTSD (i.e., necessary to meet criteria for; Mitchell et al., 2017), the bias parameters were associated with plausible clinical constructs. Finally, the active-escape parameter was not significantly related to suicidal ideation severity among those with current ideation \( (r = 0.13, p = 0.39) \).

**Discussion**

Clinical and theoretical accounts suggest that suicide represents an effort to escape aversive psychological states (Baumeister, 1990; Robins, 1981; Shneidman, 1998). However, there has been surprisingly little research examining decision making related to escaping aversive states. In this study, we used a reinforcement learning and decision-making framework to examine the influence of biases when selecting a response to either escape or avoid aversive states, among lifetime suicidal participants and nonsuicidal psychiatric controls. We found that both choice and RT suggested the presence of an increased bias for lifetime suicidal participants, but that this increased bias could not be attributed uniquely to either escape or avoid contexts. However, a computational modeling approach allowed us to capture processes that influenced both choice and RT data in a single model, and thus estimate these biases more precisely. Here we found that a bias for active responding when escaping an aversive state was increased among suicidal participants, compared with a non-STB psychiatric comparison group. In contrast, the parameter representing inhibitory responses when avoiding an aversive state was comparable among the groups. Further tests revealed that the active-escape bias continued to be associated with STB even after controlling for several psychiatric (e.g., depression, hopelessness, PTSD symptoms, and borderline personality traits) and demographic variables and was retained in a regularized logistic regression predicting group status. This latter analysis identifies the relevant variables in high-dimensional data, and suggests that, among an array of 27 clinical self-report measures and demographic variables, the active-escape bias provided nonredundant information in predicting which participants were suicidal. Finally, in exploratory analyses, this active-escape bias correlated with a continuous measure of borderline personality disorder symptoms, a clinical measure highly relevant to STB (Yen et al., 2004). Overall, this study suggests the computationally defined aberrant escape decision making measured here is associated with STB above and beyond just psychopathology or clinical severity.

There are multiple ways in which increased active-escape bias might be related to STB. Assuming that the active-escape bias applies to internal psychological processes as well as observable behaviors, one possibility is that an increased active-escape bias may play a causal role, pushing suicidal people to fairly automatically “do something” to escape aversive emotions, including fantasizing about suicide or, potentially, acting on such thoughts. That is, an increased active-escape bias may cause some people to have difficulty staying in an aversive state and instead, they (perhaps unconsciously) move to suicidal thoughts as the best way to gain relief. Perhaps suicidal thoughts are more likely if other options for relief are not perceived as viable options (e.g., the perception that depression symptoms will not subside). Alternatively, the increased escape bias among suicidal participants may reflect a type of conditioning caused by repeatedly engaging in STB to escape aversive emotional states. That is, the bias to escape aversive states is stronger among suicidal participants due to their repeated practice engaging in suicidal thoughts and behaviors to escape negative affect (Kleiman et al., 2018). A third possibility is that an active-escape bias measured here may be a stable vulnerability that requires other state-level stressors or factors to produce STB. This is supported by the fact that those with lifetime, but not last year, STB showed an active-escape bias on par with those with last year STB. Last, increased active-escape bias may be associated with STB but not directly related to their presence. For example, increased active-escape bias could be associated with just a higher general affective response that is also related to STB.

By analyzing behavior with a computational model, we were able to detect a bias that was not otherwise evident in analyses using typical behavioral indices and which was uniquely related to being suicidal, above having a psychiatric condition and after accounting for several clinical and demographic covariates. Furthermore, using an RL–DDM model allowed us to analyze both choice and RT simultaneously, increasing our statistical power and accounting for a single bias that affected both behavioral indices. Computational approaches provide the possibility of identifying computationally defined behaviors that are basic enough to be tied to specific brain circuits but can also be associated with clinical outcomes, thus bridging an explanatory gap that currently exists between brain function and clinical phenomena (Montague, Dolan, Friston, & Dayan, 2012). For example, studies have found a range of anatomical and functional abnormalities in serotonergic circuits (e.g., dorsal raphe nucleus [DRN] and prefrontal cortex [PFC] associated with STB and suicide death (Oquendo et al., 2014; van Heeringen & Mann, 2014). Interestingly, animal studies have implicated similar circuits in active escape behaviors. For instance, studies using optogenetics to activate neurons connecting the PFC and DRN have experimentally demonstrated that these pathways are critically involved in actions to escape challenging circumstances (Ren et al., 2018; Warden et al., 2012). Thus, this line of research could connect anatomical or functional abnormalities with computationally defined active-escape behaviors that, in turn, are related to increased suicide risk. This improved understanding could then lead to important clinical benefits if the implicated circuits could be targeted and modulated.

The behavioral data, but not the modeling results, suggested that suicidal participants might have a stronger bias for passive responses to avoid an impending aversive outcome. The different conclusions are due to either a shortcoming in the model or ambiguity in the data. Collecting more data or a different paradigm that produces larger avoidance effects might help resolve this inconsistency. If suicidal people do have a stronger bias to avoid impending aversive stimuli by responding passively, the bias would result in more failures to avoid the aversive stimulus, leading to more interactions with the aversive stimulus and there-
fore more instances that require escape. This result potentially has clinical relevance as encounters with more negative states may be important for the development and/or maintenance of psychopathology or STB.

Beyond STB, aberrant escape decision making may be relevant for understanding other psychiatric conditions and clinically relevant constructs (and may explain their association with STB). For example, substance seeking in postaddiction substance dependence is motivated by escaping negative affect associated with withdrawal (Baker, Piper, McCarthy, Majeskie, & Fiore, 2004) and obsessive–compulsive rituals provide escape from increased anxiety because of obsessions (Brandt et al., 2018). We also found that the active-escape bias was correlated with borderline personality disorder symptoms, which is associated with suicidal and nonsuicidal forms of self-injurious behaviors (Zamarini et al., 2003) to escape aversive emotions (Chapman, Specht, & Cellucci, 2005). In terms of a clinically related construct, distress intolerance (i.e., the degree to which people report not being able to handle or bear distressing feelings) might be related to escape and has been previously associated with STB (Anestis, Pennings, Lavender, Tull, & Gratz, 2013). For example, higher distress intolerance may be associated with a stronger bias for active behaviors to escape an aversive state, even when those behaviors are maladaptive. Although distress intolerance was not collected here, future research in this area could lead to a better understanding of the association between distress intolerance and STB.

This study was limited by several factors. First, like all clinical, observational studies, we lacked experimental control over group assignment which has implications for understanding the association between STB and active-escape biases. For example, group differences on clinical, demographic or some unmeasured variables may have led to group differences on active-escape bias rather than the presence of lifetime STB, although the bias was still related to STB after statistically controlling for covariates. Second, although computational models improve the measurement of behaviors by providing precise, quantifiable constructs, understanding the role of such computationally defined constructs in psychiatric conditions still relies on group assignment and/or clinically relevant outcomes, which are assessed with self-report. Thus, although we agree with several commentaries (e.g., Adams, Huys, & Roiser, 2015; Montague et al., 2012) that computational models can aid in understanding of psychiatric conditions, the increased precision afforded by these techniques may be undermined by the lack of precision characterizing clinically relevant outcomes. This limitation, along with the lack of experimental control, hinders our understanding of the precise role of the active-escape bias in STB. Third, this sample was among veterans and it is unclear whether these results will extend to the general population. Fourth, the unpleasant sound, which was the main negative stimulus of the current paradigm, was intended to produce an aversive state that approximates aversive psychological experiences; however, we did not collect ratings of the aversiveness for the sound and do not know the extent to which it was analogous of aversive psychological experiences. Fifth, an important question is whether attempters show greater active-escape bias compared with ideators. The current sample had a small number of attempters with last year attempts (n = 26) and substantial proportion of attempters with their last attempt 10+ years prior (n = 10), which was concerning given that studies have found larger effects the more recent the STB (Glenn et al., 2017). We compared (all) attempters and ideators but future studies should test a larger sample of attempters with more recent attempts. Sixth, we measured a limited set of variables and therefore were unable to test for relationships with many constructs previously associated with STBs (e.g., childhood adversity).

In conclusion, we examined decision-making processes associated with a longstanding view that STB are efforts to escape aversive emotional states. We used a reinforcement learning and computational modeling framework that captured choice and RT effects to assess a latent/hidden bias for active responses to escape that would otherwise be undetectable. We found that this bias was larger for people with a history of STB compared with those with a psychiatric condition but no history of STB. Furthermore, we applied several controls for demographic and clinical covariates and the elevated active-escape bias among suicidal participants persisted. This line of research may help provide insight into how neural processes and environmental stressors influence people to consider and select suicide as an option to escape difficult emotions and life circumstances.
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