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Abstract

Background. Suicide is one of the leading causes of death worldwide, yet clinicians find it difficult to reliably identify individuals at high risk for suicide. Algorithmic approaches for suicide risk detection have been developed in recent years, mostly based on data from electronics health records (EHRs). These models typically do not optimally exploit the valuable temporal information inherent in these longitudinal data.

Methods. We propose a temporally enhanced variant of the Random Forest model - Omni-Temporal Balanced Random Forests (OTBRFs) - that incorporates temporal information in every tree within the forest. We develop and validate this model using longitudinal EHRs and clinician notes from the Mass General Brigham Health System recorded between 1998 and 2018, and compare its performance to a baseline Naive Bayes Classifier and two standard versions of Balanced Random Forests.

Results. Temporal variables were found to be associated with suicide risk. RF models were more accurate than Naive Bayesian classifiers at predicting suicide risk in advance (AUC=0.824 vs. 0.754 respectively). The OT-BRF model performed best among all RF approaches (0.339 sensitivity at 95% specificity), compared to 0.290 and 0.286 for the other two RF models. Temporal variables were assigned high importance by the models that incorporated them.
Discussion. We demonstrate that temporal variables have an important role to play in suicide risk detection, and that requiring their inclusion in all random forest trees leads to increased predictive performance. Integrating temporal information into risk prediction models helps the models interpret patient data in temporal context, improving predictive performance.
**Introduction**

Suicide is the tenth leading cause of death in North America and a leading cause of mortality among people aged 15-24 worldwide.\(^1\) Every year, 800,000 deaths worldwide are due to suicide;\(^2\) and suicide-related mortality rates are increasing.\(^3\) Early and accurate identification of individuals with high suicide risk is critical for the development and deployment of effective suicide prevention strategies. However, predicting suicide risk remains a difficult challenge. A study showing that clinicians’ intuition for predicting suicide is no better than random chance highlights the need for exploring algorithmic approaches to this challenge.\(^4\)

In recent years, the availability of high-dimensional electronic health record (EHR) data has sparked a number of efforts to leverage such data for predicting the risk of suicide and suicide attempts.\(^5\)\(^6\)\(^7\) In our previous work, a Naive Bayesian Classifier model based on data from over 1.7 million patients in a large healthcare system (Mass General Brigham) achieved an area under the receiver operating curve (AUC) of 0.77, detecting 45% of suicide attempts an average of 3 to 4 years in advance at a specificity of 90%.\(^5\) This approach was further validated in five independent healthcare systems.\(^8\) Because algorithmic methods can incorporate vastly more data than a clinician can integrate within the limitations of a typical clinical encounter, they have been shown to outperform risk prediction by clinicians.\(^5\) However, whereas clinicians may naturally consider the temporal evolution of patient histories, many common classes of predictive models have mostly been unable to explicitly model time-varying features.

To improve upon these efforts, in the present study we consider more advanced modelling approaches and adapt them to more explicitly handle temporal information. A Random forest model (RF) is an ensemble of uncorrelated decision trees built from a random subset of features. Random forests are a powerful class of models with great capacity for learning the joint
distribution of features without overfitting. RFs have been used successfully for many prediction
tasks\textsuperscript{9} including prediction of sudden cardiac arrest,\textsuperscript{10} depression, and other diseases.\textsuperscript{11} Despite their formidable predictive power, standard RFs are not well-suited for handling certain kinds of
temporal and sequential data due to their inability to easily capture trends or extrapolate
aggregate patterns.\textsuperscript{12}

Adapting random forests to effectively capture temporal risk factors for suicide and other
prediction tasks requires improvements to the standard RF approach. In standard RFs, a subset
of features is selected at random for inclusion in each tree in order to reduce the correlation
between trees, prevent overfitting, and lower the variance of the derived estimator. However,
this approach may limit the model’s ability to handle longitudinal EHR data. Feature counts are
cumulative over time, and the scale of feature counts increases as the patient accumulates more
visits. For example, the number of expected diagnoses in a healthy subject over a two year
period is likely to be different than the expected number over a ten year period. Interpreting
features that vary over time requires a knowledge of the appropriate temporal scaling. In order
to properly interpret such features and determine the correct thresholds for node splits within
each constituent tree of a RF, it is important to have access to contextualizing summary
temporal information. The standard random forest algorithm selects such summary temporal
variables in only some of the trees due to random feature sampling.

We propose an optimization of random forests, called \textit{Omni-Temporal Balanced Random
Forests} (OT-BRFs). OT-BRFs differ from standard RFs in that they require the inclusion of
temporal variables in each constituent tree of the RF, rather than including temporal variables
in only some of the trees through random sampling. Requiring the incorporation of temporal
features in each tree ensures that longitudinal effects can be appropriately modeled throughout
(Figure 1).
In the present study, we investigate the performance of both standard RF models and OT-BRFs for suicide prediction, and compare their performance to a baseline Naive Bayes Classifier model. We also examine the top features selected by each model in order to characterize the relative importance of the temporal variables.

**Methods**

We analyzed data from the Mass General Brigham Health System’s (MGB) Research Patient Data Registry (RPDR) - an EHR data warehouse covering 4.6 million patients from two large academic medical centers in Boston (Massachusetts General Hospital and Brigham and Women’s Hospital), as well as additional affiliated community and specialty hospitals in the Boston area. The RPDR was queried for all inpatient and outpatient visits occurring between 1998 and 2018 who met the following inclusion criteria: three or more visits in the individual’s longitudinal record, 30 days or more between the first and last visits, and at least one visit after age 10 and before age 90. For each patient, all demographic, diagnostic, procedure, laboratory, and medication data recorded at each visit were included. We augmented EHR records for each patient with natural language processing (NLP) concept codes extracted from the unstructured clinician notes recorded at each visit.

**Natural Language Processing of clinician notes**

In order to generate a set of structured features from the unstructured clinician notes, we created a custom lexicon of suicide-relevant and psychiatric concepts using a variety of approaches including, (1) selecting signs and symptoms and mental and behavioral process semantic types from the Unified Medical Language System (UMLS), (2) mapping of DSM
symptoms and concepts from structured instruments,\textsuperscript{15} (3) applying automated feature extraction from public sources including Wikipedia and MedScape, (4) incorporating Research Domain Criteria (RDoC) domain matrix terms,\textsuperscript{15} (5) selecting predictive features from coded suicide attempt prediction models\textsuperscript{16} and (6) manually annotating terms by expert clinical reviewers. This lexicon was linked to UMLS concepts and included 480 distinct semantic concepts and 1,273 tokens or phrases. Using this lexicon, we ran the HiTex\textsuperscript{17} NLP named-entity extraction pipeline to identify concepts in over 120 million clinical notes. For each note, we identified the presence of a concept (e.g., symptom, disease, mental process) and further tagged concepts as negated (NEG), family history mention (FH) or negated family history (NFH). Negation and family history pipeline components utilized the ConText algorithm.\textsuperscript{18}

\textbf{Case Definition}

Our previous work details the development of the EHR-based case-definition for suicide, also used in this study.\textsuperscript{5} With the assistance of three expert clinicians, we identified codes from \textit{International Classification of Diseases, Ninth Revision} (ICD-9) and \textit{International Classification of Diseases, Tenth Revision} (ICD-10) that captured suicide attempts with a positive predictive value (PPV) greater than 0.70. Individuals having one or more of these codes in their medical record were labeled as a case subject.

We removed all data recorded after the first suicide attempt (index event) for all cases. For the purpose of this study, the case definition was based only on coded diagnostic information in the EHR, and did not include information from the physician’s notes in order to classify individuals as cases vs. non-cases.

\textit{Baseline Model: Naive Bayes Classifier}
We used the Naive Bayes Classifier (NBC) model developed in our prior work as a baseline for comparison.\textsuperscript{5,8,19} NBCs are a subclass of Bayesian models that assume strong conditional independence among all input features, reducing model complexity. Highly scalable and interpretable, NBCs have been widely used for clinical decision support tasks.\textsuperscript{19} During model training, NBCs compute a risk score for each feature using the odds ratios of the feature’s prevalence in case and non-case populations, without taking into account interactions between different features. During testing, the NBC risk scores for each concept in a subject’s visit history are added together to generate a summary suicide risk score for the subject.

In this study, each predictor was counted multiple times if it appeared in multiple visits for a given individual. We split our dataset into training and testing sets following a 70/30 split ratio and carried out training using R version 3.6.0 and packages \textit{pROC} and \textit{tidyverse}.

\textit{Random Forest Classifiers}

We trained RF models on this same dataset. We used Balanced Random Forest Classifiers \textsuperscript{20} (BRFs), an extension of Random Forests\textsuperscript{21} designed for label-imbalanced datasets such as the data in this study, where approximately 1 in 100 subjects is a case. BRFs work by either upsampling the minority class, downsampling the majority class, or bootstrap resampling (with replacement) both classes until a specified ratio of classes is met. For our models, we undersampled the majority class to achieve a 1:4 case-control ratio in bootstrap training samples, which we found to be optimal during hyperparameter search.

In representing a subject’s longitudinal record, each row of the subject’s record included the subject’s cumulative visit history (total counts for each feature) up to and including the given visit for that subject. Since an average subject has more than 50 visits in his or her medical history, this data transformation would result in terabytes-large tables with which training a
model in a reasonable amount of time would be impractical. Therefore, we sampled from a set of 90,000 subjects for each of the testing and training sets, and included a random sample of visits for each subject (each visit was included with a probability of 0.05). During the sampling of training data, we ensured that the proportion of cases was elevated from 1% to around 12% to help support the bootstrap sampling: Raising the case prevalence to 12% ensures that for each tree, the bootstrap sets resampled from this training data are sufficiently large after random undersampling of the majority class to a 1:4 case-control ratio. The test set maintained the natural 1% suicide prevalence.

We performed variable selection as follows: We kept EHR features (diagnoses, labs, medications) that occurred in at least 10 non-case and 10 case subjects. We also examined the risk scores derived during the fitting of the aforementioned NBC model, and eliminated all features with an absolute risk score of less than 0.1. Since the number of NLP features was very small (N=2,373) relative to the EHR data types (N = 43,435), we did not eliminate any NLP features.

We included three key summary temporal variables: Period covered - the time in years since the patient’s first visit; Visit number - the count of visits since the patient’s first visit; and Visit rate - the period covered divided by number of visits.

We examined three variations of the BRF model: 1) The NoTime-BRF model was trained on the EHR and NLP data, without the three temporal summary variables defined above; 2) The Base BRF model was trained on EHR, NLP and the three temporal summary variables, with temporal variables treated similarly to other variables and selected randomly to be included in some of the trees in the forest; and 3) The Omni-Temporal Balanced Random Forest Classifier (OT-
**BRF** model - this model requires each tree in the forest to include all three temporal variables, while randomly sampling the rest of the EHR and NLP features.

For hyperparameter optimization, we performed a grid search with 5-fold cross-validation on the BRF parameter space. This yielded a model with 30 trees, 50% of all features sampled for each tree, size of bootstrap samples set to the total number of samples, and 1:4 case-control ratio in every bootstrap sample by undersampling of the majority class. We used Python version 3.6.9 with the libraries `scikit-learn`, `imblearn`, `numpy`, and `pandas`.

**Feature Importance**

To evaluate the relative importance of various features in the random forest models, we used the impurity-based Gini importance metric. We computed the normalized Gini importance for a given feature as the total decrease in node impurity resulting from inclusion of that feature, averaged across all trees.
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**Results**

NBC models were trained on data from 1,625,350 patients, consisting of 1,608,806 non-cases (99%) and 16,544 cases (1.0%). The testing set included a total of 697,411 patients with 7,155 of those being cases (1.0%). The NBC models used all 45,808 EHR and NLP features available in the dataset.
For developing the RF models, the sampled dataset contained 231,034 unique visits of 52,006 patients in the training set and 226,868 visits of 52,664 patients in the testing set. Cases constituted 19.4% and 0.9% of training and testing patients, respectively. Applying the feature selection steps described above yielded 16,131 features used in RF model training and testing. Figure 2 shows that the distribution of visit numbers in this dataset was biased towards relatively small counts: patients with 5, 10, 20 or more visits by definition had data for their 1st, 2nd, 3rd visits as well, so earlier visit counts were likely to be sampled more frequently.

**Univariate Analyses of Temporal Variables**

Figure 3 shows the proportion of suicide cases plotted against different ranges of values for each of the three temporal variables. Figure 3a shows that suicide attempt rates are slightly below average for small visit numbers (1-10), approximately average for moderate and large visit numbers (10 - 350), and significantly above average for very high visit numbers (350+), consistent with greater opportunities for observation. Figure 3b shows below-average suicide attempt rates for patients with short (<1 year) or long (>14 years) coverage periods, and above-average for the intermediate range of 1-14 years coverage. Figure 3c shows elevated suicide risk among patients with fewer than 0.5 visits per year, and generally lower risk for higher visit rates.

**Model Comparisons**

Model performance metrics for the NBC and BRF models are presented in Table 1. All three RF models performed better than the baseline NBC model in terms of AUC, PPV and sensitivity across all specificity thresholds examined. Among RF models, for all specificity thresholds, the OT-BRF model performed better than Base-BRF, which in turn performed better than NoTime-BRF. At 95% specificity, OT-BRF outperformed Base-BRF by 0.6% in PPV (relative improvement of 9.8%) and 4.9% in sensitivity (relative improvement of 16.9%).
We further examined the performance of the RF models with different amounts of patient data available. Table 2 and Figure 4 show that the performance of all three RF models remained relatively stable over different visit count intervals, never falling below 0.77 AUC. For all three RF models, the performance peaked at 39-80 visits. For all patients with data on 15 or more visits, the OT-BRF model performed slightly better than the other two random forest models. For patients with only 1-15 visits, the best-performing model was NoTime-BRF. Since most patients in this group have only 1-3 visits for which temporal variables are ill-defined or very noisy, the slightly poorer performance of models that use temporal variables in this interval is to be expected.

**Feature Importance**

We compared the feature importances of the Base-BRF and OT-BRF models to see how the required inclusion of temporal variables in all trees of the Random Forest affects their contribution to model performance. Table 3 presents the top 20 normalized feature importances of OT-BRF with their corresponding ranks in Base-BRF. In both models, the three temporal variables were ranked very high - in the top 20 from among 16,131 included features. However, these variables were assigned greater importance in OT-BRF than in Base-BRF: the variables “period covered”, “visit number”, and “visit rate” have ranks 3, 10 and 11 respectively in OT-BRF, compared with ranks 8, 14, and 11 respectively in Base-BRF.

Examining some of the 30 trees built by the OT-BRF we found temporal variables were chosen for inclusion at both relatively high-level positions near the root node of the tree, as well as relatively low-level positions near the leaf nodes.

**Discussion**
The results of this study show that incorporating temporal variables into predictive models of suicide risk improved performance. The predictive improvement resulting from the inclusion of temporal variables was observed across a range of longitudinal history lengths. RF models performed better than NBC models, even though the RF models were trained using only a subsample of visits for a subsample of patients, while the NBC model was trained on all visits from all patients in the study. This is likely due to the ability of RF models to capture more complex relationships, including interactions between features. The Balanced RF modeling framework allows for reducing the imbalance in the training dataset, further improving performance.

Comparing the performance of the different RF models, those that included temporal variables in some of their trees (Base BRFs) performed better than RF models that did not include any temporal variables whatsoever (no-time BRFs). RF models that required inclusion of all the temporal variables in each of their trees (OT-BRF) yielded the best performance. Our analysis of the impurity-based feature importances and the trained decision trees was consistent with the OT-BRFs making better use of temporal variables than the baseline RFs.

Temporal variables were associated with suicide risk. We found elevated suicide risk among patients with fewer than 0.5 visits per year, and generally lower risk for those with higher visit rates. This may be because people with few visits are isolating themselves from the healthcare system, which may be associated with general isolation and increased suicide risk. It may also be due to the fact that individuals who have more frequent and regular contact with a healthcare provider can be monitored for psychiatric deterioration in advance and supported with various measures to prevent future suicide attempts.
The inclusion of temporal variables at high-level nodes of RF trees confirms the importance of the time-related features. Their inclusion at the bottom nodes of the tree - sometimes multiple times back to back - right before the final classification decision is made, is consistent with the scale-adjusting function of temporal variables described above.

For patients having at least 15 visits in their longitudinal record (and thus well-defined temporal summary variables), OT-BRFs consistently outperformed all other models tested in terms of AUC and PPV. However, in some respects the improved performance of OT-BRFs was modest: Not including temporal variables in any tree (NoTime-BRFs) resulted in a 1.8% drop in validation AUC compared to the OT-BRFs that include temporal variables in all trees. This modest change in performance may be related to the choice of splitting thresholds in the RF trees. Most trees split their nodes at rather small thresholds such as 0.5 or 1.5, even for concepts that frequently occur 6-7 times in individual subjects. In other words, rather than capturing how many times a concept has occurred in a subject, the model captures only a binary fact - whether the concept has occurred at all. Binary data are inherently immune to the scale problem described early on. This may explain the relatively modest drop in the predictive power of trees when they do not use temporal variables at all.

We would expect the boost in performance from including temporal variables to be even greater if more trees captured multiple time-dependent thresholds for the same feature. For example, Figure 3 shows that the EHR concept of “general medical examination” was assigned a rank of 15 by OT-BRF compared to a rank of 71 by the base BRF. For this feature, a binary yes/no flag is less informative since almost all patients in the study have one or more doctor visits. However, the expected number of this feature increases over time. Trees lacking the temporal information to put the scale of the feature into temporal context, could struggle to draw useful insights from it. We believe this may be the reason why OT-BRF ranks this feature as highly influential for
predicting suicide, while Base-BRFs rank this same feature far less highly. This is a topic for further research.

This study has a number of limitations. The key mechanism employed by RF models for reducing correlation between trees is the random sampling of features for each tree. Uncorrelated trees reduce the estimator’s variance while increasing its bias, which has been shown to result in higher generalization accuracy. Our proposed approach risks increasing the correlation between trees through uniform inclusion of the same three temporal variables. However, we expect this effect to be quite negligible since the rest of the approximately 16,000 features are still sampled randomly for each tree. Indeed, the net effect observed is an improvement in prediction performance. The impurity-based cost functions described in the methods section have well-known drawbacks, which have been known to lead to high importance being assigned to features that have a different scale or high number of categories, even if these features are unimportant. However, most variables ranked in the top 20 in feature importance -- such as drug screening, recreational drug use, suicidal ideation, age, depressive disorder, prior suicide attempt, impulse control disorder -- are commonly known to be clinically associated with suicide risk. This validation indicates that our study does not seem to suffer from these potential shortcomings, likely due to the fact that most included features have similar scales and number of categories.

Several researchers have proposed extensions of random forests for temporal datasets. For the task of sensor-based human activity recognition, Ooi et al. introduced two modifications to the random forest algorithm: 1) a temporal sampling mechanism that rearranges the sensor data by considering its sequence of occurrence, and (2) temporal randomization that modifies the randomization procedure in RFs to preserve the temporal sequence of captured sensor data.
Nitze et al. combined RFs with time-series for multi-temporal land-cover classification. Gomes et al. proposed Adaptive Random Forests for evolving data stream classification.

We introduce a new modeling strategy that modifies RF methods by requiring the inclusion of time-related summary variables throughout the RF. We show that this approach outperforms both our validated NBC models and other RF approaches in the prediction of suicide risk. This approach can be used by researchers and practitioners to better exploit temporal information and improve patient risk prediction.
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## Tables

<table>
<thead>
<tr>
<th>Specificity</th>
<th>PPV</th>
<th>Sensitivity</th>
<th>PPV</th>
<th>Sensitivity</th>
<th>PPV</th>
<th>Sensitivity</th>
<th>PPV</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80</td>
<td>0.032</td>
<td>0.550</td>
<td>0.032</td>
<td>0.640</td>
<td>0.033</td>
<td>0.649</td>
<td>0.034</td>
<td>0.656</td>
</tr>
<tr>
<td>0.90</td>
<td>0.042</td>
<td>0.403</td>
<td>0.043</td>
<td>0.463</td>
<td>0.043</td>
<td>0.468</td>
<td>0.045</td>
<td>0.499</td>
</tr>
<tr>
<td>0.95</td>
<td>0.051</td>
<td>0.272</td>
<td>0.060</td>
<td>0.286</td>
<td>0.061</td>
<td>0.290</td>
<td>0.067</td>
<td>0.339</td>
</tr>
<tr>
<td>AUC</td>
<td>0.754</td>
<td>0.808</td>
<td>0.810</td>
<td>0.824</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Model performance comparison.** Sensitivity and PPV values for the four tested models at different specificity levels, together with AUC values: NBC - Naive Bayesian Classifier; NoTime-BRF - Balanced Random Forest with no temporal variables; Base BRF - Balanced Random Forest with temporal variables; OT-BRF - Omni-time Balanced Random Forest with required inclusion of temporal variables in each tree. Boldface indicates highest values in each row.
<table>
<thead>
<tr>
<th>Visit Number</th>
<th>1 - 14</th>
<th>15 - 39</th>
<th>40 - 79</th>
<th>80 - 165</th>
<th>166 - 3297</th>
<th>All Visits</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoTime-BRF</td>
<td>0.791</td>
<td>0.821</td>
<td>0.821</td>
<td>0.779</td>
<td>0.808</td>
<td></td>
</tr>
<tr>
<td>BRF</td>
<td>0.788</td>
<td>0.828</td>
<td>0.837</td>
<td>0.775</td>
<td>0.810</td>
<td></td>
</tr>
<tr>
<td>OT-BRF</td>
<td>0.784</td>
<td>0.844</td>
<td>0.843</td>
<td>0.825</td>
<td>0.809</td>
<td>0.824</td>
</tr>
</tbody>
</table>

**Table 2.** Testing-set-AUCs of the three random forest models for patients with different total-visit-number ranges. Boldface indicates highest values in each column.
<table>
<thead>
<tr>
<th>Concept Name</th>
<th>Data Type</th>
<th>Import. OT-BRF</th>
<th>Import. Base-BRF</th>
<th>Rank OT-BRF</th>
<th>Rank Base-BRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug screen, qualitative; multiple drug classes</td>
<td>EHR</td>
<td>0.03712</td>
<td>0.04634</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Impulse-control disorder</td>
<td>NLP</td>
<td>0.02733</td>
<td>0.03217</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Period covered</td>
<td>TEMP</td>
<td>0.02118</td>
<td>0.01330</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Chloride; blood</td>
<td>NLP</td>
<td>0.01815</td>
<td>0.01091</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>Age</td>
<td>DEMO</td>
<td>0.01622</td>
<td>0.02221</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Recreational drug use</td>
<td>NLP</td>
<td>0.01486</td>
<td>0.01315</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Marital Status - married</td>
<td>DEMO</td>
<td>0.01466</td>
<td>0.02234</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Current zip median income</td>
<td>DEMO</td>
<td>0.01446</td>
<td>0.02048</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>Estab Pt - Low Level Visit HC</td>
<td>EHR</td>
<td>0.01414</td>
<td>0.02064</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>Visit number</td>
<td>TEMP</td>
<td>0.01366</td>
<td>0.00858</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Visit rate</td>
<td>TEMP</td>
<td>0.00996</td>
<td>0.01093</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Depressive disorder, not elsewhere classified</td>
<td>EHR</td>
<td>0.00982</td>
<td>0.01559</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Suicide thoughts</td>
<td>NLP</td>
<td>0.00958</td>
<td>0.00669</td>
<td>13</td>
<td>15</td>
</tr>
<tr>
<td>Psychiatric diagnostic interview examination</td>
<td>EHR</td>
<td>0.00752</td>
<td>0.00580</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>Encounter, general adult medical examination</td>
<td>EHR</td>
<td>0.00611</td>
<td>0.00126</td>
<td>15</td>
<td>71</td>
</tr>
<tr>
<td>Emergency department visit for the evaluation</td>
<td>EHR</td>
<td>0.00544</td>
<td>0.00543</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Pharmacologic management, incl. prescription.</td>
<td>EHR</td>
<td>0.00463</td>
<td>0.00586</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>Suicide attempts</td>
<td>NLP</td>
<td>0.00436</td>
<td>0.00390</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>Collection Venous Blood Venipuncture HC</td>
<td>EHR</td>
<td>0.00420</td>
<td>0.01198</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td>Individual psychotherapy, insight oriented, behavior</td>
<td>EHR</td>
<td>0.00405</td>
<td>0.00468</td>
<td>20</td>
<td>19</td>
</tr>
</tbody>
</table>

**Table 3. Top 20 features, ranked by feature importance.** Feature importance calculated using Gini mean decrease in impurity. Features are shown sorted by OT-BRF importances in descending order. (EHR = concept from structured electronic health record; NLP = concept from unstructured clinician notes analyzed with natural language processing techniques; DEMO = Demographic variables; TEMP = Temporal variables)
Figures

**Figure 1. Schematic comparison of Random Forest model types.** Three sample trees are shown for each type of RF model. Each tree contains seven nodes. Black nodes represent temporal variables, white nodes represent non-temporal variables. NoTime-BRFs do not include temporal variables. Base-BRFs randomly include temporal variables in some of the trees. OT-BRFs include all temporal variables in each tree.
Figure 2. Distribution of visit numbers in the test set. Most individuals had few visits in their EHR, while some had many visits.
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**Figure 3. Bivariate relationships between temporal variables and suicide risk.**

Proportion of suicide cases for different total-visit-number ranges, **b.** visit-rate ranges, and **c.** total-period-covered ranges.
Figure 4. **Model performance comparison.** Area under the receiver operating curve (AUC) of the three models as a function of the number of visits per subject.